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SIMILAR: Submodular Information Measures Based 
Active Learning In Realistic Scenarios

• Active  learning (AL)  has  proven  to  be  
useful  for  minimizing  labeling  costs  by 
selecting  the  most  informative samples.

• However,  existing  AL methods do not work 
well in realistic scenarios such as imbalance 
or rare classes, out-of-distribution (OOD) 
data in the unlabeled set, and redundancy.

• We propose SIMILAR using Submodular 
Mutual Information Measures (SIM). 
SIMILAR acts as a one-stop solution for AL.

• We show that SIMILAR significantly 
outperforms existing AL algorithms by as 
much as ≈5%−18% in the case of rare classes 
and ≈5%−10% in the case of OOD data on 
multiple image classification datasets.

INTRODUCTION

PROBLEM FORMULATION

Application of SIMILAR to realistic scenarios

SIMILAR significantly outperforms existing active learning algorithms by as much as 5%-18% in the case of rare 
classes and 5%-10% in the case of out-of-distribution data on CIFAR-10 image classification.

RESULTS

SIMILAR: Unified AL Framework

CONCLUSIONS

• We demonstrate the effectiveness of 
SIMILAR in three realistic scenarios for 
active learning, namely rare classes, 
redundancy, and out of distribution data. 

• Our real-world experiments show that 
many of the SIM functions (specifically 
the LOGDET and FL variants) yield 5%-18%
gain compared to existing baselines 
particularly in the rare class scenario and 
5%-10% OOD scenarios.
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Goal: A unified active learning 
framework that works for a broad 
spectrum of realistic scenarios.

• The Submodular Conditional Mutual 
Information (SCMI) is defined as 
𝐼𝐼𝑓𝑓 𝐴𝐴;𝑄𝑄|𝑃𝑃 = 𝑓𝑓 𝐴𝐴 ∪ 𝑃𝑃 + 𝑓𝑓 𝑄𝑄 ∪ 𝑃𝑃 −
𝑓𝑓 𝐴𝐴 ∪ 𝑄𝑄 ∪ 𝑃𝑃 − 𝑓𝑓(𝑃𝑃). It  jointly models the 
similarity between A and Q, and their 
dissimilarity with P.

• Depending on the realistic scenario, we 
instantiate SCMI with appropriate choices 
of Q and P as follows:

• To find an optimal subset we optimize:

max
𝐴𝐴⊆𝑈𝑈, 𝐴𝐴 ≤𝐵𝐵

𝐼𝐼𝑓𝑓(𝐴𝐴;𝑄𝑄|𝑃𝑃)
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Motivating scenarios for realistic active learning and 
illustration of appropriate choices of Q and P 
• SIMILAR finds rare digits 5,8 ∈ 𝑈𝑈 by optimizing the 

SMI function 𝐼𝐼𝑓𝑓 𝐴𝐴;𝑅𝑅 with 𝑅𝑅 containing 5, 8 as 
queries.

• SIMILAR selects samples from 𝑈𝑈 which are diverse 
among themselves and also diverse w.r.t those in L 
by optimizing 𝑓𝑓(𝐴𝐴|𝐿𝐿) (here, we want to avoid 
digits 0,1 ∈ 𝑈𝑈 because they are present in L)

• SIMILAR selects digits (in-distribution) and avoid 
alphabets (out-of-distribution) in U by optimizing 
𝐼𝐼𝑓𝑓(𝐴𝐴; 𝐼𝐼|𝑂𝑂), where 𝐼𝐼 are ID labeled points and 𝑂𝑂 are 
OOD points selected so far.
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