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INTRODUCTION Application of SIMILAR to realistic scenarios SIMILAR: Unified AL Framework

(a) Rare Classes (b) Redundanczﬂ (c) Out-of-distribution

Motivating scenarios for realistic active learning and

illustration of appropriate choices of Q and P

e SIMILAR finds rare digits 5,8 € U by optimizing the
SMI function I¢(4; R) with R containing 5, 8 as

queries.

* Active learning (AL) has proven to be
useful for minimizing labeling costs by :

selecting the most informative samples. rd

Require: Initial Labeled set of data points: £, large unla-
beled dataset: U/, Loss function ‘H for learning model
M., batch size: B, number of selection rounds: N

I: for selectionround z =1 : NV do

* However, existing AL methods do not work

U
. T _ . . . . 2:  Train model M with loss ‘H on the current labeled
well in realistic scenarios such as imbalance SIMILAR selects samples from U which are diverse <ot £ and obtain parameters 4
or rare classes, out-of-distribution (OOD) among themselves and also diverse w.r.t those in L | P | |
| ) by optimizing f(A|L) (here, we want to avoid 3:  Using mgdel parameters ;, compiute gra@ents using
data in the unlabeled set, and redundancy. nEC digits 0,1 € U because they are present in L) hypothesized labels {VyH(z;,vy;,0),¥j € U} and
. We propose SIMILAR using Submodular -~. >  SIMILAR selects digits (in-distribution) and avoid obtain a similarity matrix X. |
Mutual Inf tion M (SIM) — alphabets (out-of-distribution) in U by optimizing 4:  Instantiate a submodular function f based on X .
utual Information IMleasures V). ojolz]|s _ I¢(A;110), where I are ID labeled points and O are 500 Ai + argmax gy 4<plr (A QIP) (Optimize
SIMILAR acts as a one-stop solution for AL. max_ T (4 R) , acmax 1 (45 110) OOD points selected so far. SCMI with an appropriate choice of Q and P, see
* We show that SIMILAR significantly Tab. 1)
outperforms existing AL algorithms by as ‘ RESULTS 6: Set 132615 i(flé) for batch A; and £ « LU L(A;),
. % J— .
much as =5%-18% in the case of rare classes —— LOGDETMI=== FLVM[ == DIV-GCMI = # = FISHER-LV=—+—= BADGE =—e—ENTROPY =—&=MARGIN 7. end for 1
and =5%-10% in the case of OOD data on == FLOMI == GCM] === FISHER === GLISTER === CORESET =& = [EAST-CON [ ==t== RANDOM 8: Return trained model M and parameters @
mU|tip|e image classification datasets. . (a)CIFAR-10: Rare Classes Accuracy (b)CIFAR-10: Overall Accuracy gduu (c)CIFAR-10: # Rare Class Samples
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Goal: A unified active learning 10 y ab = | SIMILAR in three realistic scenarios for
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spectrum of realistic scenarios. redundancy, and out of distribution data.

LOGDETCMI === LOGDETMI === FLVM[ === DIV-GCMI === BADCE ==#=ENTROPY =#=RANDOM
FLCMI =we=FLQMI ~ =w=GCMI === GLISTER ==e==CORESET == MARGIN * QOur real-world experiments show that

« The Submodular Conditional Mutual

Information (SCMI) is defined as (a) CIFAR-10: SCMI vs Baselines (b)CIFAR-10: SCMI vs SMI (¢)CIFAR-10: 1D many of the SIM functions (specifically
g the LOGDET and FL variants) yield 5%-18%

I (A4;QIP) = f(AUP)+ f(QUP) — & ""5' = . - .

f(Au QU P)— f(P). It jointly models the Z70 270 g gam.compar.ed to existing baselme§

similarity between A and Q, and their g g » particularly in the rare class scenario and

dissimilarity with P. D - 5%-10% OOD scenarios.

» Depending on the realistic scenario, we . L 3600 380 2z ofe=
) 1600 1850 2100 2350 2600 2850 3100 3350 3600 3850 1600 1850 2100 2350 2600 2850 3100 3350 3600 3850 1600 1850 2100 2350 2600 2850 3100 3350 3600

]nstant]ate SCMI W]th appropr]ate ChOlCGS Labeled Set Size Labeled Set Size Labeled Set Size

of Q and P as follows: LOGDETCG~ - FLCG=#= GLISTER=+= BADGE=¢= CORESET=—¢= ENTROPY ==+ M ARGIN=e= RANDOM
Function Setting Realistic Scenario (a)CIFAR-10: Overall Accuracy (a)CIFAR-10: Overall Accuracy
Submodular | © «— U, P < 0 Standard AL 80 801 g (c)CIFAR-10: # Unique Samples Selected
SMI Q<+ Q,P <« () | Imbalance, OOD -0 = 0. £ 4000
SCG Q<+ U,P + P | Redundancy 3 = I,.-I 1 < Get the paper for more
SCMI Q<+ Q,P<«+ P | OOD = 60 77.83 [ g60 ] technical details and

“ 50 r=—=——3| 0 = results:
: : i 73171+ 1 Z _
* To find an optimal subset we optimize: o jas o o £ https://arxiv.org/pdf/2107.
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Labeled Set Size Labeled Set Size Labeled Set Size P
max I¢(4; Q|P) | @ SCAN ME
ACU,|A|<B SIMILAR significantly outperforms existing active learning algorithms by as much as 5%-18% in the case of rare
classes and 5%-10% in the case of out-of-distribution data on CIFAR-10 image classification.
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